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ABSTRACT
The storage system includes a plurality of storage devices and a controller that manages a virtual volume including a plurality of virtual storage areas, and manages a storage pool including a plurality of storage areas prepared on the storage devices in order to allocate a storage area in the storage pool to the virtual volume in response to receiving a write command to the virtual volume for writing data corresponding to the write command. In response to receiving a specific write command to write a specific data to a first virtual storage area to which a first storage area is allocated, the controller releases the first storage area from the first virtual storage area.
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#### LU-LDEV MANAGEMENT TABLE

<table>
<thead>
<tr>
<th>PORT NUMBER</th>
<th>TARGET ID</th>
<th>LUN</th>
<th>LDEV#</th>
<th>STORAGE CAPACITY</th>
<th>RAID LEVEL</th>
<th>ADDRESS MANAGEMENT INFORMATION</th>
<th>LDEV ATTRIBUTE</th>
<th>DMT-ID</th>
<th>LDEV POOL NUMBER</th>
<th>STATE</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>#002</td>
<td>LDEV#1</td>
<td>200GB</td>
<td>5</td>
<td></td>
<td>VIRTUAL LDEV</td>
<td>0</td>
<td>#1,#2</td>
<td>READY</td>
</tr>
<tr>
<td>#1</td>
<td></td>
<td></td>
<td>LDEV#1</td>
<td>200GB</td>
<td>5</td>
<td></td>
<td>VIRTUAL LDEV</td>
<td>0</td>
<td>#1</td>
<td>READY</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>LDEV#2</td>
<td>100GB</td>
<td>5</td>
<td></td>
<td>POOL LDEV</td>
<td>-</td>
<td>#1</td>
<td>READY</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>LDEV#1</td>
<td>30GB</td>
<td>5</td>
<td></td>
<td>POOL LDEV</td>
<td>-</td>
<td>#1</td>
<td>READY</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>#2</td>
<td></td>
<td></td>
<td>LDEV#1</td>
<td>50GB</td>
<td>1</td>
<td></td>
<td>NORMAL LDEV</td>
<td>-</td>
<td>-</td>
<td>NOT READY</td>
</tr>
<tr>
<td>#2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
### FIG. 9

#### DPT (DATA PATTERN TABLE)

<table>
<thead>
<tr>
<th>PORT #1 TARGET ID 1</th>
<th>LDEV #0</th>
<th>1</th>
<th>0x00000000</th>
</tr>
</thead>
<tbody>
<tr>
<td>PORT #1 TARGET ID 1</td>
<td>LDEV #1</td>
<td>1</td>
<td>0xffffffff</td>
</tr>
<tr>
<td>PORT #1 TARGET ID 1</td>
<td>LDEV #1</td>
<td>1</td>
<td>0x12345678</td>
</tr>
<tr>
<td>PORT #1 TARGET ID 1</td>
<td>LDEV #1</td>
<td>0</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
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BACKGROUND OF THE INVENTION

1. Field of the Invention

This invention relates to a storage control system connected to a higher-level device and to a method of control of this system.

2. Description of the Related Art

For example, a storage system for basic operations handling large amounts of data, a host computer (hereafter simply "host") manages data using a separately configured storage control subsystem. This storage control subsystem may for example also be called a storage control system, and is a RAID (Redundant Array of Inexpensive Disk) configured with numerous disk storage devices arranged in an array.

For example, in Japanese Patent Laid-open No. 11-224164, a disk subsystem is disclosed having a reduced logical volume and normal logical volume, which manages cache memory using an LRU method (LRU methods are discussed in the paragraph following the next), and which, by changing the position for addition of LRU data columns for data in the reduced logical volume and the position of data in the normal logical volume, is able to cause data of the reduced logical volume to remain a long time in the cache memory.

However, there exist storage control systems in which, among a plurality of logical storage devices (hereafter abbreviated to "logical devices" or "LDEVs") prepared from one or a plurality of disk storage devices, one storage unit, comprising one or more LDEVs, is provided to the higher-level device as an LU (logical unit). In such a storage control system, for example, an LU pair may be formed in which one LU is a primary LU and another LU is a secondary LU, and unupdated data in the primary LU copied to the secondary LU (that is, a so-called snapshot is created).

For example, the storage capacities of both IUs comprised in the LU pair are the same. Hence if the storage capacity of the primary LU is large, the storage capacity of the secondary LU must also be large. In general in a storage control system, the same storage capacity as the LU size provided to the higher-level device is allocated from disk storage devices. However, in general the storage capacity actually used by a higher-level device is only a small portion of the storage capacity actually allocated, and in some cases most of the secured storage capacity is idle. When formatting on an LU, data of size equal to the LU storage capacity is output from the host terminal, and the data is written to the entire LU.

SUMMARY OF THE INVENTION

Hence this invention attains at least one of the following objects.

1. A storage control system and control method for this system are provided which reduce the idle empty storage area, and which prepare a plurality of types of LU and store data in an LU of a type selected from the plurality of types of LUs.

2. A storage control system and control method for this system are provided which reduce the consumption of LDEV storage capacity.

Other objects of this invention will become clear from the following explanations.

According to the perspective of this invention, a storage control system has a plurality of channel adapters that are connected to a higher-level device and that receive data from the higher-level device, one or a plurality of memory portions that are connected to the plurality of channel adapters and that save data exchanged with the higher-level device, and a plurality of disk adapters that are connected to the memory portions and that control so as to write the above data to the above memory portions or to read from the above memory portions; and a plurality of disk drives that are connected to the above plurality of disk adapters and that store the above data under the control of the above plurality of disk adapters. A first channel adapter comprised in the plurality of channel adapters provides to the above higher-level device a plurality of first logical volumes generated based on the storage area of a plurality of first disk drives comprised in the above plurality of disk drives, and when there is write access by the above higher-level device to write the above data to a first logical volume selected from among the above plurality of first logical volumes, the first channel adapter writes the data to an area secured in advance in the above memory portions. A second channel adapter comprised in the above plurality of channel adapters manages together a plurality of second logical volumes generated based on the storage area of a plurality of second disk drives comprised in the above plurality of disk drives, and when there is write access by the above higher-level device to write the above data to a second logical volume, the above data is written to a secured area, and the second logical volume corresponding to the above second logical volume is released.

In a first aspect of this storage control system, at least one memory portion among the above one or a plurality of memory portions stores one or a plurality of write-excluded data patterns, which are data patterns for data excluded from writing which must not exist on the above second logical volume. At least one among the above second channel adapter and the above plurality of disk adapters compare data patterns to determine whether or not the data pattern of the above data conforms to at least one among the above one or a plurality of write-excluded data patterns stored in the above memory portion, and if the result of the comparison is positive, discard the above data.

A second aspect of this storage control system is the above first aspect, in which the above write-excluded data patterns are format data patterns when the above data is received from
the above higher-level device in block units, which are the data storage units of the above second logical volume.

A third aspect of this storage control system is the above first aspect, in which at least one among the above second channel adapter and the above plurality of disk adapters comprise a processor and a data check portion having a register. The data check circuit portion performs data pattern comparisons of whether or not the data pattern of the above data conforms to at least one among the above one or a plurality of write-excluded data patterns stored in the above memory portions, and writes the result of the comparison in the above register. The above processor acquires the result of the above data pattern comparison from the above register, and if the result of the data pattern comparison is positive, discards the above data.

In a fourth aspect of this storage control system, the storage control system further comprises a maintenance terminal for forming a plurality of logical paths connecting the above first logical volumes and the above third logical volumes to the above higher-level device.

In a fifth aspect of this storage control system, when the above write access occurs, at least one among the above second channel adapter and the above plurality of disk adapters associate a third logical storage area in the above third logical volume and a second logical storage area in the above second logical volume, and when the result of the above data pattern comparison is positive, cancels the above association and performs the above releasing.

In a sixth aspect of this storage control system, at least one among the above second channel adapter and the above plurality of disk adapters, upon acquiring the above data read from the above third logical volume via the above second logical volume, performs a data pattern comparison to determine whether the data pattern of the above data conforms to at least one among the above one or a plurality of write-excluded data patterns stored in the above memory portion, and if the result of the comparison is positive, erases the above data existing in the above second logical volume.

A seventh aspect of this storage control system is the above sixth aspect, in which the above second logical volume comprises a plurality of logical chunks. When, upon the above write access, the result of the above data pattern comparison for the above data is positive, at least one among the above plurality of disk adapters stores the data in the above second logical volume if the data size of the data is smaller than the storage capacity of the above logical chunks, and when reading data, reads the data in units of the above logical chunks; when a positive data comparison result is obtained for the read data, the read data is deleted from the above logical chunks.

In an eighth aspect of this storage control system, when the above data is written to the first logical storage area of the above first logical volume, at least one among the above second channel adapter and the above plurality of disk adapters reads the data in the first logical storage area and copies the data to the second logical storage area of the above second logical volume (for example, forms a snapshot of the data in the first storage area), and performs a data pattern comparison to determine whether or not the data pattern of the above read data conforms to at least one among the above one or a plurality of write-excluded data patterns stored in the above memory portion, and if the comparison result is positive, discards the data so that the above read data does not exist in the above second logical storage area.

In a ninth aspect of this storage control system, at least one memory portion among the above one or a plurality of memory portions stores one or a plurality of write-excluded data patterns, which are data patterns of write-excluded data which must not exist on the above second logical volume. The above second channel adapter associates a third logical storage area in the above third logical volume with a second logical storage area in the above second logical volume, and when read access from the above higher-level device is access of the third logical storage area not associated with the above second logical storage area, at least one among the above one or a plurality of write-excluded data patterns is transmitted to the above higher-level device.

In a tenth aspect of this storage control system, at least one memory portion among the above one or a plurality of memory portions stores attributes of the above first and third logical volumes. The above second channel adapter reads from the above memory portion the attributes of the above first and third logical volumes, and notifies the above higher-level device of these attributes.

A storage control system according to another perspective of this invention is a storage control system connected to a higher-level device, and comprising a physical storage device, a plurality of logical storage devices, a virtual storage device, one or a plurality of memory portions, and a storage control portion. The physical storage device physically stores data exchanged between the above higher-level device and the storage control system. Each of the plurality of logical storage devices is a device not provided to the above higher-level device, is provided on the physical storage device, and logically stores the above physically stored data. The virtual storage device is a device provided to the above higher-level device, and has a virtual storage area which is dynamically associated with the logical storage area of the logical storage device. The one or a plurality of memory portions store one or a plurality of write-excluded data patterns, which are data patterns of write-excluded data which must not exist on the logical storage device. The storage control portion, upon receiving a read request or write request from the above higher-level device, which is aware of the virtual storage unit, associates a virtual storage area in the above storage unit with the logical storage area in the logical storage device, and exchanges data between the logical storage area and the above higher-level device via the virtual storage area. Also, the storage control portion performs a comparison of data patterns to determine whether or not the data pattern of the data conforms to at least one among the above one or a plurality of write-excluded data patterns stored in the above memory portions, and if a positive data pattern comparison result is obtained, erases the data so that it does not exist in the logical storage device.

When a storage control system connected to a higher-level device has a plurality of channel adapters connected to the above higher-level device which receive data from the above higher-level device, one or a plurality of memory portions connected to the plurality of channel adapters which save data exchanged with the above higher-level device and control information relating to this data, a plurality of disk adapters connected to the above memory portions which control writing of the above data to the above memory portions and control reading from the memory portions, and a plurality of disk drives connected to the plurality of disk adapters which store the above data under the control of the plurality of disk adapters, then a method of this invention is a method of control of the above storage control system, which comprises steps of: providing to the above higher-level device a plurality of first logical volumes generated based on the storage areas of the plurality of disk drives comprised in the above plurality of disk drives; writing the above data to an area secured in advance in the above memory portions when there is access from the above higher-level device to write the above data to a first
logical volume selected from the plurality of first logical volumes; managing together a plurality of second logical volumes generated based on storage areas of a plurality of second disk drives comprised in the above plurality of disk drives; and, when information relating to a third logical volume provided to the higher-level device is received from the higher-level device, if there has been access to write the above data from the higher-level device to the above third logical volume, securing in the above memory portions an area corresponding to the above data necessary as the second logical volume corresponding to the above third logical volume, writing the above data to this secured area, and releasing the second logical volume corresponding to the above third logical volume.

In a first aspect of this control method, the control method further comprises steps of: storing, in at least one memory portion among the above one or a plurality of memory portions, one or a plurality of write-excluded data patterns which are data patterns of write-excluded data which must not exist on the above second logical volume; performing a data pattern comparison to determine whether the data pattern of the above data conforms to at least one among the above one or a plurality of write-excluded data patterns stored in the above memory portion; and, if the result of the comparison is positive, discarding the above data. The above write-excluded data pattern is for example a format data pattern when the above data is received from the higher-level device in block units, which are data storage units on the above second logical volume.

In a second aspect of this control method, the control method further comprises a step of forming a plurality of logical paths connecting the above first logical volumes and the above third logical volumes to the above higher-level device.

In a third aspect of this control method, the control method further comprises steps of: when there is the above write access, associating a third logical storage area in the above third logical volume with a second logical storage area in the above second logical volume; and, when the above data pattern comparison result is positive, canceling the above association and of performing the above releasing of the second logical volume.

In a fourth aspect of this control method, the control method further comprises steps of: when the above data read from the above third logical volume via the above second logical volume is acquired, performing a data pattern comparison to determine whether the data pattern of the above data conforms to at least one among the above one or a plurality of write-excluded data patterns stored in the above memory portion; and, when the result of this comparison is positive, erasing the above data existing in the above second logical volume.

In a fifth aspect of this control method, the control method further comprises steps of: when the above data is written to a first logical storage area of the above first logical volume, reading the data in the first logical storage area and copying the data to a second logical storage area of the above second logical volume; performing a data pattern comparison to determine whether the data pattern of the above read data conforms to at least one among the above one or a plurality of write-excluded data patterns stored in the above memory portions; and, if the result of the comparison is positive, discarding the above read data so that the data does not exist in the above second logical storage area.

In a sixth aspect of this control method, the control method further comprises steps of: storing, in at least one memory portion among the above one or a plurality of memory portions, one or a plurality of write-excluded data patterns which are data patterns of write-excluded data which must not exist in the above second logical volume; associating a third logical storage area in the above third logical volume with a second logical storage area in the above second logical volume; and, when read access from the higher-level device is access of a third logical storage area not associated with the above second logical storage area, transmitting to the higher-level device at least one among the above one or a plurality of write-excluded data patterns.

In a seventh aspect of this control method, the control method further comprises steps of: storing, in at least one memory portion among the above one or a plurality of memory portions, attributes of the above first and third logical volumes; and reading from the above memory portion attributes of the above first and third logical volumes and notifying the higher-level device of the attributes.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 shows in summary an external view of a storage control system of the first aspect of this invention;
FIG. 2 shows an example of the overall configuration of a storage system of the first aspect of this invention;
FIG. 3 is a block diagram showing the functions of a storage control subsystem of this aspect;
FIG. 4 shows an example of the configuration of a virtual LDEV 61c, LDEV pool 68, and DAT 64;
FIG. 5 shows an example of the configuration of a PMT 63;
FIG. 6 shows the flow of processing of the channel control portion 110C which dynamically associates the virtual LDEV 61c and the LDEV pool 68;
FIG. 7 shows an example of the configuration of an LU-LDEV management table 1620 of this aspect;
FIG. 8 shows an example of the software configuration in the host terminal 200C, and an example of a write request output from the host terminal 200C;
FIG. 9 shows an example of the configuration of a DPT 800;
FIG. 10 shows an example of the configuration of a channel control portion 110C;
FIG. 11 shows the flow of processing of a storage control subsystem 102 when the LU is configured;
FIG. 12 shows the flow of processing of a channel control portion 110C when a write request for writing to the virtual LU 310C is received from the host terminal 110C;
FIG. 13 shows the flow of processing of a channel control portion 110C when a read request for reading from the virtual LU 310C is received from the host terminal 110C;
FIG. 14 is a drawing used to explain a second specific example of this aspect;
FIG. 15 shows the flow of processing when a write request is received from the host terminal 200C, in the second specific example of this aspect;
FIG. 16 shows an example of the configuration of a disk control portion 140A in a third specific example of this aspect;
FIG. 17 shows the flow of processing of a channel control portion 110C when a write request is received from the host terminal 110C, in a fourth specific example of this aspect;
FIG. 18 shows the flow of processing of a channel control portion 110C when a read request is received from the host terminal 110C, in a fourth specific example of this aspect;
FIG. 19 shows the configuration and flow of processing of a fifth specific example of this aspect;
FIG. 20 shows the configuration and flow of processing of a sixth specific example of this aspect; and,
FIG. 21 shows the specific flow of processing of the sixth specific example of this aspect.

DESCRIPTION OF THE PREFERRED EMBODIMENTS

Below, an aspect of this invention is explained, referring to the drawings.

First, one concept of this aspect is briefly explained.

A storage control system of this aspect judges whether the data pattern of data exchanged for example with a higher-level device (hereinafter: “data”) conforms to any of one or a plurality of write-excluded data patterns comprised in write-excluded data pattern information prepared in advance. If a negative judgment result is obtained, the storage control subsystem stores the data in a logical device formed on a disk storage device. On the other hand, if a positive judgment result is obtained, the storage control subsystem erases the data and does not store the data in the L.U.

Below, this aspect is explained in detail.

FIG. 1 shows in summary an external view of a storage control system of the first aspect of this invention.

The storage control system 600 can be configured from, for example, a basic housing 10 and a plurality of expansion housings 12 (configuration from only basic housings 11 is also possible).

The basic housing 10 is the smallest component unit of the storage control system 600. In this basic housing 10 are provided, for example, a plurality of disk storage devices (for example, hard disk drives (HDDs)) 300, a plurality of control packages (for example, channel control portions and disk control portions, described below) 105, a plurality of power supply units 400, and a plurality of battery units 500, each capable of attachment and detachment. Also provided in the basic housing 10 are a plurality of cooling fans 13.

Each of the expansion housings 12 is an option of the storage control system 600, and for example a maximum of four expansion housings 12 can be connected to one basic housing 10. In each of the expansion housings 12 are provided a plurality of cooling fans 13. Also provided in each expansion housing 12 are a plurality of disk storage devices 300, a plurality of power supply units 400, and a plurality of battery units 500, each capable of attachment and detachment. Each of these is controlled by control functions of a control package 105 provided in the basic housing 10.

FIG. 2 shows an example of the overall configuration of a storage system of the first aspect of this invention.

The basic components of this storage system 1 are one or a plurality of host terminals 200A to 200D, and the storage control system 600.

Each of the host terminals (higher-level devices) 200A to 200D is a computer system (for example, a personal computer or workstation) comprising as hardware resources, for example, a CPU (Central Processing Unit), non-volatile and/or volatile memory (for example, ROM or RAM), and a hard disk or similar. The CPU of each host terminal 200A to 200D, by reading and executing various computer programs stored in a memory portion, performs processing to realize various functions, with the computer program and hardware resources (for example, memory) operating in concert. Each of the host terminals 200A to 200D can be connected by various methods to the storage control system 600.

For example, the host terminals 200A and 200B are connected to the storage control system 600 via a first communication network (for example, a LAN, the Internet, or a leased line; hereafter a LAN is assumed) 820. Communications between the host terminals 200A and 200B and the storage control system 600 via the LAN 820 are performed, for example, according to the TCP/IP protocol. Data access requests through specification of filenames (data input/output requests in file units; hereafter called “file access requests”) are transmitted to the storage control system 600 from the host terminals 200A and 200B.

Further, the host terminals 200B and 200C for example are connected via a second communication network (for example, a SAN (Storage Area Network); hereafter a SAN is assumed) 821 to the storage control system 600. Communication between the host terminals 200B and 200C and the storage control system 600 via the SAN 821 is performed according to a fiber channel protocol. Data access requests in for example block units (hereafter called “block access requests”) are transmitted from the host terminals 200B and 200C to the storage control system 600 (here a block unit is a unit of data management in storage areas on disk storage devices 300, described below).

Further, the host terminal 200D is for example connected directly to the storage control system 600, without the LAN 820 or SAN 821 or other networks intervening. The host terminal 200D can be for example a mainframe computer. Communications between the host terminal 200D and storage control system 600 are performed according to, for example, the FICON (Fibre Connection, a registered trademark), ESCON (Enterprise System Connection, a registered trademark), ACONARC (Advanced Connection Architecture, a registered trademark), FIBAR (Fibre Connection Architecture, a registered trademark), or other communication protocol. Block access requests are transmitted from the host terminal 200D to the storage control system 600 conforming, for example, to one of these communication protocols.

As least one of the LAN 820 and SAN 821 is connected to, for example, a backup storage control system 910. The backup storage control system 910 may be a storage control system which stores data in a disk device selected from among one or a plurality of disk device systems (for example, MO, CD-R, or DVD-RAM), or may be a storage control system such as the storage control system 600 described in detail below, or may be a storage control system which stores data in a tape device system selected from among one or a plurality of tape device systems (for example DAT tape, cassette tape, open tape, or cartridge tape). The backup storage control system 910 receives data stored in the storage control system 600 via for example the LAN 820 or SAN 821 (or, from a host terminal connected to the backup storage control system 910), and stores this data in a storage device (for example, a tape device system) comprised in the backup storage control system 910 itself.

Further, a management server 819 for example may be connected to at least the LAN 820 among the LAN 820 and SAN 821. The management server 819 may perform relay of communications between for example a host terminal and another host terminal, or between a host terminal and the storage control system 600.

Further, the host terminals 200A to 200D may also be mutually connected through a third communication network (for example, a LAN).

The storage control system 600 is for example a RAID (Redundant Array of Independent Inexpensive Disks) system. The storage control system 600 controls according to commands received from the host terminals 200A to 200D. The storage control system 600 comprises a storage control subsystem (disk array device) 102, a maintenance terminal (hereafter called a “SVP”, an abbreviation for “Service Processor”) 160. The storage control subsystem 102 comprises a storage control device 100 and storage device unit
Each disk control portion 140A to 140D can be attached to and detached from the storage control device 100 (for example, a basic housing 10 or an expansion housing 12), and may be called a disk adapter. The disk control portions 140A to 140D comprise, for example, a printed board on which is mounted a processor, memory and similar, and a control program stored in the memory portion; prescribed functions are realized through the concerted operation of this hardware and software. Each of the disk control portions 140A to 140D is multiply redundant (for example, dual-redundant), so that even if one disk control portion fails, another disk control portion continues to operate. The disk control portions 140A to 140D reference control information and similar in the SM 120 (for example, the LU-LDEV management table, described below) while controlling data communications with each of the disk storage devices 300 comprised in each physical disk group 5. The disk control portions 140A to 140D and each of the disk storage devices 300 are connected via for example a SAN or other communication network, to perform data transfer in block units according to a fiber channel protocol. Also, each of the disk control portions 140A to 140D monitors the status of the disk storage devices 300 as necessary, and the results of this monitoring are transmitted to the SVP 160 via an internal communication network (for example, a LAN) 151.

One or a plurality of CMs 130 are for example volatile or nonvolatile memory. Cache areas are secured in the CM 130, in which are stored data transmitted and received between the channel control portions 110A to 110D and disk control portions 140A to 140D. This data may be redundantly managed by a plurality of CMs 130.

One or a plurality of SM 120 are configured for example from non-volatile memory, and store control information and similar (control information and similar may for example be redundantly managed by a plurality of SMs 120 as well). Control information and similar includes, for example, various commands exchanged between the channel control portions 110A to 110D and disk control portions 140A to 140D, cache management tables, disk management tables, and LU-LDEV management tables. Cache management tables are tables in which are written, for example, correspondence relationships between cache areas and the logical addresses of LDEVs, described below. Disk management tables are tables for management of each of the disk storage devices 300, and have for each disk storage device 300, for example, a disk ID, vendor, storage capacity, RAID level, state of use (for example, in use or unused), and similar. LU-LDEV management tables are tables for management of LDEVs, described below, and have for each LDEV, for example, logical path information (for example, a port number, target ID, and LUN), address management information (for example, the correspondence relationship between physical addresses on the disk storage device 300 and logical addresses in the LDEV), storage capacity, and RAID level. A physical address may be, for example, address information including the ID of the disk storage device 300, the disk head number, and the number of sectors. A logical address may be address information containing for example an LUN (Logical Unit Number), LDEV number, and logical block address.

The connection portion 150 interconnects each of the channel control portions 110A to 110D, each of the disk control portions 140A to 140D, the CM 130, and the SM 120. The exchange of data and commands between the channel control portions 110A to 110D, the CM 130, the SM 120, and the disk control portions 140A to 140D, is performed via the connection portion 150. The connection portion 150 comprises, for example, a first sub-connection portion through which user
data passes, and a second sub-connection portion through which control information and similar passes. The first sub-connection portion is connected to the channel control portions 110A to 110D, the disk control portions 140A to 140D, and the CM 130; the second sub-connection portion is connected to the channel control portions 110A to 110D, the disk control portions 140A to 140D, and the SM 120. Of the first sub-connection portion and the second sub-connection portion, at least the first sub-connection portion is an ultra-high-speed crossbar switch performing data transmission through high-speed switching or another high-speed bus.

Each of the plurality of disk storage devices 300 is, for example, a hard disk drive, semiconductor memory device, or similar. A RAID group 2 is configured from a prescribed number, equal to two or greater, of disk storage devices 300 among the plurality of disk storage devices 300. A RAID group 2 is also called a parity group or error correction group, and is a group of disk storage devices 300 conforming to RAID principles. Two or more disk storage devices 300 belonging to the same RAID group 2 are for example mounted on different motherboards, so that if there is a fault in one of the disk storage devices 300, the data of the remaining disk storage device 300 can be used to restore the data of the faulty disk storage device 300. A plurality of LDEVs (Logical Devices), which are logical storage devices, are set on the physical storage area provided by the RAID group 2, and one or more LDEVs among the plurality of LDEVs are provided, as a single LU (Logical Unit) 310 having an LUN (Logical Unit Number), by the storage control device 100 to the host terminals 200A to 200D. Each LU 310 may, as a primary LU (data copy source LU), form a pair with another LU 310 as a secondary LU (data copy destination LU); in this case, the entire LU 310 is the LDEV whose parity is called “logical paths”) 21A to 21D are formed between the host terminal 200C and the storage control subsystem 102. Each of the logical paths 21A to 21D is formed based for example on the number of a port of the storage control subsystem 102 (a port connected to the host terminal 100A), a target ID, and an LUN.

The plurality of LDEVs prepared on one or a plurality of RAID groups 2 include, for example, LDEVs having the attributes of normal LDEVs (hereafter called normal LDEVs) 61a, and LDEVs having the attributes of pool LDEVs (hereafter called pool LDEVs) 61b. Each LDEV can be changed from a normal LDEV 61a to a pool LDEV 61b on instruction by the operator of the SVP 160, and conversely can change from a pool LDEV 61b to a normal LDEV 61a.

A normal LDEV 61a is an LDEV which can be accessed by the host terminal 200C. In other words, when an LUN with the logical path 21A is specified by the host terminal 200C, two normal LDEVs 61a associated with this LUN are supplied, as the LU 310A, to the host terminal 200C. Also, when for example an LUN with the logical path 21B is specified by the host terminal 200C, one normal LDEV 61a associated with this LUN is provided, as the LU 310B, to the host terminal 200C.

A pool LDEV 61b is a member constituting an LDEV pool 68, and is an LDEV which cannot be accessed by a host. In other words, a pool LDEV 61b is not associated with an LUN which can be specified by the host terminal 200C, and even if an LUN is specified, the pool LDEV 61b is not itself provided to the host terminal 200C.

One or a plurality of virtual LUs 310C provided to the host terminal 200C exist above the LDEV pool 68. A virtual LU 310C is an LU provided to the host terminal 200C, but in contrast with other LUS 310A and 310B, is a virtual LU not having a physical data storage area in the RAID group 2. More specifically, a virtual LU 310C comprises one (or a
plurality of) virtual LDEV 61c, but the virtual LDEV 61c differs from a normal LDEV 61a and pool LDEV 61b in being a RAID group 2. Each of the plurality of virtual addresses of the virtual LDEV 61c is dynamically associated with a logical address selected from the plurality of logical addresses of the pool LDEV 68 via a dynamic addressing table (hereafter abbreviated “DAT”), and when this association is canceled the logical address is released.

FIG. 4 shows an example of the configuration of a virtual LDEV 61c, LDEV pool 68, and DAT 64.

The virtual LDEV 61c comprises a plurality of virtual chunks 410c, 410c, . . . , having for example a constant size (such as 64 kilobytes). Each virtual chunk 410c comprises a prescribed number (such as 128) of logical blocks (each with for example 512 bytes). In each virtual chunk 410c exists a leading logical block address (hereafter abbreviated to “virtual leading LBA”), enabling identification of a virtual chunk 410c through the virtual leading LBA.

Each LDEV pool 68 is a collection of one or more LDEVs 61b, and comprises a plurality of logical chunks 410b, 410b, . . . , having a fixed size (for example, 64 kilobytes). Each logical chunk 410b comprises a prescribed number (for example, 128) of logical blocks (each with for example 512 bytes). In each logical chunk 410b exists a leading logical block address (hereafter abbreviated to “logical leading LBA”), enabling identification of a logical chunk 410b through the logical leading LBA. When for example a logical leading LBA to be accessed is determined, the corresponding chunk number is determined. Specifically, if for example the logical chunk size is 64 KB (=128 blocks), then the logical chunk number a is the integer portion of the logical block number mA/128 (for example, the number of a logical chunk having logical blocks with logical block numbers 0 to 127 is zero, and the number of a logical chunk having logical blocks with logical block numbers 128 to 255 is 1).

The DAT 64 is registered in a storage area (for example, the SM 120) within the storage control subsystem 102 from an external terminal (for example, the SVP 160). A DAT 64 is prepared for each virtual LDEV 61c, and is a table which associates each virtual chunk 410c of the virtual LDEV 61c with a logical chunk 410b of one or more LDEV pools 68. Specifically, for example, for each virtual leading LBA, identification information (for example the LDEV pool number) of the LDEV pool 68 associated with the logical leading LBA and the logical leading LBA in the LDEV pool 68 are stated in the DAT 64. The contents of the DAT 64 are updated by the channel control portion 110A with prescribed timing, for example, when the channel control portion 110A receives an I/O request. The channel control portion 110A references the pool management table (hereafter abbreviated “DAT”) to update the contents of the DAT 64.

FIG. 5 shows an example of the configuration of a PMT 63. A PMT 63 exists for each LDEV pool 68, and is registered from an external terminal (for example, the SVP 160) in a storage area (for example, SM 120) within the storage control subsystem 102. An entry number is allocated for each logical chunk 410b of the LDEV pool 68. In each PMT 63 is entered at the top the number of the first empty entry in the corresponding LDEV pool 68 (that is, the chunk number for the smallest logical leading LBA), with other empty entry numbers following in a queue format.

Below, the flow of processing of the channel control portion 110C to dynamically associate the virtual LDEV 61c and LDEV pool 68 is explained, referring to FIG. 6.

The host terminal 200C outputs an I/O request to the virtual LU 310C by a method similar to that used when accessing a normal LU 310A. The channel control portion 110C, upon receiving an I/O request from the host terminal 200C (step S11), associates the virtual leading LBA determined from the I/O request with a logical leading LBA of the LDEV pool 68. Specifically, the channel control portion 110C references the DAT 64 corresponding to the virtual LDEV 61c of the virtual LU 310C which has received the I/O request, and acquires the LDEV pool number corresponding to the above determined virtual leading LBA (S12). Next, the channel control portion 110C, acquires, from the PMT 63 corresponding to the LDEV pool number acquired, the logical leading LBA corresponding to the first empty entry number written in the PMT 63, and registers this logical leading LBA in the position (in the DAT 64) corresponding to the above virtual leading LBA (S13). By this means, a logical leading LBA is associated with the above virtual leading LBA, and it becomes possible to read data from the logical chunk having the logical leading LBA and to write data to the logical chunk.

Further, the channel control portion 110C can release the logical leading LBA written to the DAT 64 after for example the processing based on the above I/O request has ended (“Y” in S14). Specifically, the channel control portion 110C can for example delete the above logical leading LBA registered in the DAT 64 from the DAT 64, and store in the PMT 63 the above logical leading LBA and the entry number corresponding thereto (S15).

In the above flow, dynamic association of, and cancellation of the association between, the virtual LU 310C (virtual LDEV 61c) and LDEV pool 68 are performed. In this way, an LDEV pool 68 comprising pool LDEVs 61b, 61b, . . . , not allocated in advance for access from any host terminal, is prepared, and storage areas in this LDEV pool 68 are flexibly associated with virtual LUs 310C (virtual LDEVs 61c), to effectively utilize empty storage areas.

FIG. 7 shows an example of the configuration of an LU-LDEV management table 162b of this aspect.

The LU-LDEV management table 162b is registered in a storage area (for example the SM 120) in the storage control subsystem 102. In the LU-LDEV management table 162b are recorded, for example, for each of the ports comprised in the storage control system (ports connected to host terminals), the port number, one or more target IDs belonging to the port number, one or more LUNs belonging to each target ID, and LDEV information for one or more LDEVs belonging to each LUN. The LDEV information for each LDEV includes, for example, the LDEV number, storage capacity, RAID level, the above-described address management information, LDEV attributes, DAT-ID, and LDEV pool number and state.

The LDEV attributes include for example the above-described pool LDEV, normal LDEV or virtual LDEV. An LDEV with the “pool LDEV” attribute (the above-described pool LDEV 61b) is configured so as not to be accessed from a host terminal, and so logical path information (for example, a LUN) is not associated with a pool LDEV 61b. Moreover, an LDEV pool number is associated with a pool LDEV 61b such that the LDEV pool 68 of which the pool LDEV is a member can be identified.

An LDEV with the “virtual LDEV” attribute (the above-described virtual LDEV 61c) is associated with the ID (for example, zero) of the DAT 64 corresponding to the LDEV 61c. By referencing this DAT-ID, it is possible to determine which DAT to reference when a virtual LDEV 61c (virtual LU 310C) is accessed. An LDEV pool number is associated with a virtual LDEV 61c such that the LDEV pool 68 of which the virtual LDEV is a member can be identified.
An LDEV with the “normal LDEV” attribute (the above-described normal LDEV 61u) has no associated DAX-ID or LDEV pool number.

As LDEV states, for example, there are a “Ready” state (for example, the mounted state) indicating that access is possible, and a “Not Ready” state (for example, the unmounted state) indicating that access is not possible.

The channel control portion 110C performs processing, based on a data pattern for data received from the host terminal 200C (or on data acquired from an LU; hereafter called “host data”), to determine whether host data is to be passed to the disk control portions 140A to 140D (in other words, processing to determine whether host data is to be stored in a disk storage device 300 or whether the host data is to be erased without storing in a disk storage device 300). This processing is useful when for example format data, described below, is output from the host terminal 200C in order to format an LU (one or more LDEVs). A detailed explanation follows.

FIG. 8 shows an example of the software configuration in the host terminal 200C, and an example of a write request output from the host terminal 200C.

A control portion (for example, a CPU) 323, memory 321, storage device (for example, a hard disk drive) 322, and user interface (for example, a keyboard or other input device) 474 are connected to the internal bus 324 of the host terminal 200C. UNIX (a registered trademark) or another operating system (hereafter “OS”) 472 and an application program 471 running on the OS 472 are loaded from for example the storage device 322 and stored in the memory 321 of the host terminal 200C. The OS 472 and application program 471 function in the control portion 323.

The user interface 474 notifies the application program 471 or OS 472 of the results of user operations.

The application program 471, upon for example receiving an instruction from the user interface to write a data file to a user-specified LU, transmits to the OS 472 a file-writing instruction signifying the writing of the data file to the user-specified LU.

The OS 472, upon receiving a file-writing instruction from the application program 471, references its own file system 475 and converts the data file into block data 476, generates a first write request (block access request, for example a SCSI write command) signifying the writing to the user-specified LU of the block data 476, and transmits this first write request to the storage control subsystem 102.

When a prescribed event occurs (for example, when the power supply is turned on or the OS 472 is restarted), the OS 472 transmits to the storage control subsystem 102 a system information request command (for example, a read capacity command or device discovery command) to request system information regarding the storage control subsystem 102 from the storage control subsystem 102. In this case, the host terminal 200C receives system information (for example, information relating to all the LUs which can be accessed by the host terminal 200C (for example, the logical path information and storage capacity)) from the storage control subsystem 102, and stores this system information in a storage area (for example, memory or a hard disk) within the host terminal 200C.

For example when for example the OS 472 receives a prescribed command from the user interface 474 (without the intervention of the application program 471), a second write request having host data with a constant data pattern is generated based on this command and is transmitted to the storage control subsystem 102. Specifically, when for example the OS 472 receives from the user interface 474 a format instruction signifying formatting of a user-specified LU, a second write request (block access request, for example a SCSI write command) comprising format data 473 of the same size as the storage capacity of the user-specified LU is generated, and this second write request is transmitted to the storage control subsystem 102.

In other words, in this aspect a write request received from the host terminal 300C by the channel control portion 110C of the storage control subsystem 102 may be a first write request, having host data 476 the data pattern of which is not constant (that is, block data with no regularity in the data arrangement), or may be a second write request having host data the data pattern of which is constant (that is, block data having a regular data arrangement, for example format data 473). If a write request received by the channel control portion 110C is a second write request, and this second write request contains format data 473, this format data 473 is of the same size as the storage capacity of a user-specified LU, so that if a measure described below which is a characteristic point of this aspect is not executed, the format data 473 is written to the entirety of the user-specified LU. Hence because user data (for example, data created by the user or similar) is not stored, a logical storage area (LDEV storage area) which normally would be empty is used to store data. A disadvantage is that the user-specified write destination LU is larger in the case of a virtual LU 310C than in the case of a normal LU 310A or 310B. This is because the empty storage space (for example, empty chunk) of a normal LDEV 61u having normal LUS 310A, 310B is allocated to a host terminal determined in advance by a logical path, and is not dynamically allocated, whereas the empty storage space (for example, empty chunk) of a LDEV 68 to which the virtual LU 310C is dynamically associated is not allocated to a host terminal determined in advance, but is allocated dynamically.

That is, if the empty storage area of the LDEV pool 68 is reduced unnecessarily, the advantage of the virtual LU 310C and the above-described dynamic association does not readily appear.

Hence in this aspect, the measure explained below is adopted. Below, the basic concept of the principal portion of this aspect, and a specific example, are explained separately.

(1) Basic Concept of This Aspect

As shown in FIG. 8, the memory 520 comprised in the storage control subsystem 102 (for example, SM 120) stores data pattern information 530 (for example, a data pattern table (hereafter “DPT”) 800, described below) indicating one or a plurality of data patterns of data (hereafter called “write-excluded data”) which must not exist on the LU 310 (one or more LDEVs).

The storage control subsystem 102 comprises a data storage control portion 481 (for example, channel control portions 110C, 110D or disk control portions 140A to 140C having a data check circuit 67). The data storage control portion 481 judges whether the data pattern of data exchanged with the host terminal 200C (hereafter called host data) conforms to (for example, coincides with) any of the one or a plurality of data patterns comprised in the above data pattern information. If a negative judgment result is obtained, the data storage control portion 481 stores the host data in the LU 310 or transfers the host data to the host terminal 200C. If on the other hand a positive judgment result is obtained, because the host data is write-excluded data, the data storage control portion 481 does not store the host data in the LU (and erases the host data if it exists in the LU).

According to this basic concept, when for example the storage control subsystem 102 receives a first write request,
the data pattern of the block data contained in the first write request is not constant, and so does not conform to any of the one or a plurality of data patterns contained in the data pattern information 530, so that the block data 476 is stored in the LU 310. However, if the storage control subsystem 102 receives a second write request, because the data pattern of the block data (for example, format data 473) contained in the second write request is constant, the data pattern conforms to one of the one or a plurality of data patterns contained in the data pattern information 530, and so this block data is not stored in the LU 310 (and if in the LU 310, is erased).

(2) First Specific Example of This Aspect

The first specific example is an example of a case in which the channel control portion 110C receives from the host terminal 300C an I/O request for the virtual LU 310C (virtual LDEV 61c). A detailed explanation follows.

FIG. 9 shows an example of the configuration of the DPT 800 shown in FIG. 3.

The DPT 800 is registered in at least one among for example the memory installed in the channel control portion 110C, the memory installed in the disk control portions 140A to 140D, the CM 120, and the SM 120. The DPT 800 is for example registered from an external terminal (for example, the SVM 160). One or a plurality of data patterns, and a validity flag indicating whether data patterns registered for the LDEV are valid, are registered in the DPT 800 for each LDEV (for example, the virtual LDEV 61c).

Each of the one or a plurality of data patterns has a constant pattern, such as for example the data pattern of format data. The data pattern of format data differs for each OS (for example, the type or version), so that the LDEV in which data is stored is input based on the OS from which the data will be output. Registration of one or a plurality of data patterns in the DPT 800 may be performed manually by a user at an external terminal, or may be performed automatically by a computer program. Further, at least one among the data length of a data pattern and the maximum data length is determined in advance. For example, at least one among the data length of data patterns and the maximum data length is a multiple of or divisor of the storage size of a logical chunk.

If the validity flag of an LDEV is for example “1”, the data patterns associated with the LDEV are valid, and if for example the flag is “0”, the data patterns are invalid. If valid, the data pattern is used and is compared with the data pattern of the host data, and if invalid (for example, if a data pattern is not registered in the corresponding entry), this comparison processing is not performed.

The LDEV information registered in this DPT 800 may be information for a virtual LDEV 61c, or may be information for a normal LDEV 61c, but it is thought that information for a virtual LDEV 61c is preferable. Also, data patterns are registered in the DPT 800 by OS.

FIG. 10 shows an example of the configuration of a channel control portion 110C.

The channel control portion 110C comprises a board in which hardware components are integrated into a unit. The channel control portion 110C comprises a connector for board connection, not shown, and by mating this board connection connector with a prescribed connector of the storage control device 100, the channel control portion 110C is electrically connected to the storage control device 100. The channel control portion 110C comprises, for example, a host interface portion (hereinafter “host I/F”) 711, SVM interface portion (hereinafter “SVP I/F”) 51, host-side memory 113, one or a plurality of input/output control portions 771, CM data transfer circuit 710, SM data transfer circuit 740, internal bus 750, and data check circuit 67. The internal bus 750 is connected to the CHP (channel processor) 119, host-side memory 113, CM data transfer circuit 710, and SM data transfer circuit 740.

The host I/F 711 is a communication interface for performing communication with the host terminal 200C, and for example receives block access requests transmitted from the host terminal 200C according to the fiber channel protocol. The SVP I/F 51 is connected to the SVP 160 via an internal LAN 150 or other communication network, and is also connected to the CHP 119, described below. The SVM I/F 71 is a communication interface (for example, a LAN controller) for controlling communication between the SVM 160 and CHP 119.

Various programs and data used by the CHP 119 are stored in the host-side memory 113. Specifically, data patterns used by the data check circuit 67 and other data is stored at an address determined in advance of the host-side memory 113. This data pattern and similar may be the DPT 800 itself read from the SM 120, or may be data patterns for LDEVs capable of storing data output from the channel control portion 110C.

The data check circuit 67 is provided at a prescribed location in the channel control portion 110C, such as between the CM data transfer circuit 710 and CM 130. The data check circuit 67 can be configured from hardware circuitry, software, or a combination thereof (for example, a pure hardware circuit). The data check circuit 67 performs comparisons of the data pattern of host data and one or a plurality of data patterns (for example, the DPT 800) stored in the host-side memory 113 (below, this is called “data pattern comparison”). The data check circuit 67 has a register, not shown, and the result of data pattern comparison (that is, whether the data pattern of the host data conforms to any of the above one or a plurality of data patterns) is written to this register.

The CM data transfer circuit 710 is hardware which executes data transfer between the host terminal 110C and CM 130. The CM data transfer circuit 710 transfers data from the CM 130 to the host terminal 110C, and conversely transfers data from the host terminal 110C to the CM 130, according to instructions of the CHP 119.

The SM data transfer circuit 740 is hardware which executes data transfer between the host-side memory 113 and SM 120. The SM data transfer circuit 740 transfers data from the SM 120 to the host-side memory 113, and conversely transfers data from the host-side memory 113 to the SM 120, according to instructions of the CHP 119.

Each input/output control portion 771 is a portion (for example, a microprocessor unit) which exchanges data and commands between the disk control portions 140A to 140D, CM 130, SM 120, and SVM 160. Each of the input/output control portions 771 comprises a CHP (channel processor) 121 and CHP memory 119.

The CHP (channel processor) 121 is for example a microprocessor which governs control of the entirety of the channel control portion 110C, and which controls communications between the disk control portions 140A to 140D, host terminal 200C, and SVM 160. The CHP 121, by executing various computer programs stored in the CHP memory 121 (or in host-side memory 113), realizes the functions of the channel control portion 110C. For example, the CHP 121 reads the register (not shown) of the data check circuit 67 to detect the result of the above data pattern comparison, and according to this comparison result determines whether host data is to be erased.

The CHP memory 119 is volatile or non-volatile memory (for example, NV/RAM (Non-Volatile RAM)), and stores for example a computer program which governs control of the CHP 121.
The above is an example of configuration of the channel control portion 110C. The configuration shown in FIG. 10 is merely one example and configurations other than this can be adopted. Also, this configuration can be applied to other channel control portions 110D) receiving block access requests as well.

FIG. 11 shows the flow of processing of a storage control subsystem 102 when the LU is configured.

The processing shown in this figure is executed for example by the channel control portion 110C.

The channel control portion 110C receives from the SVP 160 a selection of whether to define a virtual LU or a normal LU (step S290).

In S290, when the selection of a virtual LU is received ("YES" in S290), the channel control portion 110C receives a request for creation of an LDEV pool from the SVP 160 (or from an external terminal connected thereto). In response to this request, the channel control portion 110C provides an LDEV pool editing screen 552 to the SVP 160. This screen 552 has, for example, a field for input of the number of the LDEV pool to be created, and a field for input of LDEV numbers for addition to or deletion from the LDEV pool, or for editing. Also, the screen 552 may be provided with tools for receiving selections as to whether to add, delete, or edit the LDEV numbers input to the LDEV number input field.

The channel control portion 110C performs LDEV pool creation (or editing) according to the information input to the LDEV pool editing screen 552 (in other words, the LU-LDEV management table 162b is updated) (step S300).

Then, the channel control portion 110C provides the LU configuration screen 551 to the SVP 160. This screen 551 has fields for input of the port number associated with the virtual LU (virtual LDEV), target ID, LUN, LDEV number, and storage capacity.

The channel control portion 110C defines the virtual LU according to the information input to the LU configuration screen 551 (in other words, information relating to a new virtual LDEV, having the LDEV attribute "virtual LDEV", is registered in the LU-LDEV management table 162b) (S310).

Following S310, the channel control portion 110C provides to the SVP 160 a write-excluded data pattern registration screen 553, to other the port number (or the field for input of the LDEV pool number) associated with the virtual LDEV (virtual LDEV) registered using the virtual LDEV configuration screen 551. When one or a plurality of data patterns are input to this screen 553, the channel control portion 110C associates the input one or a plurality of data patterns with the information input to the virtual LU configuration screen 551 (for example, the LDEV number), and registers this in the DPT 800 (S320).

Then, the channel control portion 110C receives a specification as to which LDEV pool the virtual LU defined in S310 is to use (for example, input of the LDEV pool number is received), and associates the specified LDEV pool with the virtual LU (virtual LDEV) (in other words, the input LDEV pool number is registered in the LU-LDEV management table 162b) (S330).

In S290, when selection of a normal LU is received ("NO" in S290), the channel control portion 110C provides the above-described LU configuration screen 551 to the SVP 160. The channel control portion 110C defines the LU according to the information input to the LU configuration screen 551 (here, information relating to one or more new normal LDEVs, having the LDEV attribute "normal LDEV", is registered in the LU-LDEV management table 162b) (S291).

By means of the above flow of processing, definition of a virtual LU (virtual LDEV) or of a normal LU (one or more normal LDEVs) is completed. Through this processing flow, the host terminal 300C can issue an I/O request to either a virtual LU or a normal LU.

In response to a prescribed command from the host terminal 200C (for example, an Inquiry command or a read capacity command based on SCSI protocol), the channel control portion 110C notifies the host terminal 200C of at least one piece of information among the plurality of pieces of information input in the above processing flow (for example, in the case of a virtual LDEV, the virtual storage capacity). Also, the channel control portion 110C, upon receiving from the host terminal 200C an I/O request for the virtual LU 310C, refuses the I/O request if the virtual LU 310C (virtual LDEV 61c) is not associated with at least one LDEV pool 68. In this case, the channel control portion 110C may for example notify the host terminal 200C of this fact, or may cause a timeout at the host terminal 200C without returning any response.

FIG. 12 shows the flow of processing of a channel control portion 110C when a write request for writing to the virtual LU 310C is received from the host terminal 110C.

A write request received by the channel control portion 110C from the host terminal 200C comprises, in addition to the host data, information indicating to which storage area the host data is to be written, and specifically, information indicating from which block (for example, the leading logical block address) to which block (for example, the number of blocks) of which LU (for example, LUN) to write the data. In this aspect, one block, which is the data storage unit for each LDEV, is for example 512 bytes.

When the channel control portion 110C receives a write request for the virtual LU 310C from the host terminal 200C, the CHP 119 of the channel control portion 110C references the DAI 64 associated with the virtual LU 310C (virtual LDEV 61c), and judges whether the virtual storage area (for example, the virtual leading LBA) specified by the host terminal 200C is associated with a logical storage area (for example, logical leading LBA) of the LDEV pool 68 (S510). If the result of the judgment of S510 is positive ("YES" in S510), the CHP 119 executes the processing of S540, described below.

On the other hand, the result of the judgment of S510 is negative ("NO" in S510), the CHP 119 performs the processing explained referring to FIG. 6, secures a logical storage area of the same size as the virtual storage area comprised in the write request (a logical storage area sufficient to store the host data) from the empty logical storage areas in the LDEV pool 68, and associates the logical storage area with the virtual storage area (S520). Also, the CHP 119 secures in the CM 130 a cache area of the same size as the secured logical storage area (S530).

After the result "YES" in S510, or after S530, the CHP 119 reads all or a portion of the data patterns written to the DPT 800 (for example, only the data patterns corresponding to the virtual LDEV 61c specified by the write request), sets the read data patterns in the data check circuit 67 (for example, in a register of the circuit 67), and starts the data check circuit 67 (S540). Next, the CHP 119 stores the host data contained in the received write request in the cache area secured in S530, via the CM data transfer circuit 710 and data check circuit 67 (S550).

Also, in S550 the data check circuit 67 performs a comparison to determine whether the host data input from the CM data transfer circuit 710 conforms to the data pattern set in S540. The data check circuit 67 writes the data pattern comparison result to the register.
Here, if for example the host data has a constant pattern such as in the case of a format data, the data pattern comparison result is positive; if on the other hand there is no constant pattern, the data pattern comparison result is negative.

The CHP 119 accesses the register of the data check circuit 67, and if a positive data comparison result is written to the register, releases the logical storage area (storage area in the LDEV pool 68) allocated to the virtual storage area in SS20 (that is, removes the associated logical leading LBA associated with the DAT 64) (SS70). Also, the CHP 119 releases the cache area secured in SS30 (SS80). By this means, the host data written to the cache area is deleted, and there is no writing in the LDEV pool 68.

On the other hand, if a negative data comparison result is written to the register of the data check circuit 67, the CHP 119 ends the processing flow. By this means, the host data written to the cache area is acquired by one of the disk control portions 140A to 140D, and is stored in the logical storage area (that is, the pool LDEV 610 in the LDEV pool) allocated in SS20.

FIG. 13 shows the flow of processing of a channel control portion 110C when a read request for reading from the virtual LU 310C is received from the host terminal 200C.

The read request received from the host terminal 200C by the channel control portion 110C comprises information indicating from which storage area data is to be read, and more specifically, for example, from which block (for example, a leading logical block address) to which block (for example, a number of blocks) of which LU (for example, a LUN) data is to be read.

When the channel control portion 110C receives a read request to read from the virtual LU 310C from the host terminal 200C, the CHP 119 of the channel control portion 110C references the DAT 64 associated with the virtual LU 310 (virtual LDEV 61c), and judges whether the virtual storage area (for example, virtual leading LBA) specified by the host terminal 200C is associated with a logical storage area (for example, logical leading LBA) of the LDEV pool 68 (S601).

When the result of the judgment of S601 is positive ("YES" in S601), if the cache area has not been secured ("NO" in S602), the CHP 119 performs the processing explained referring to FIG. 6, secures a logical storage area of the same size as the virtual storage area contained in the read request from the empty logical storage areas in the LDEV pool 68, and associates this logical storage area with the virtual storage area (S603). Also, the CHP 119 secures in the CM 130 a cache area of the same size as the secured logical storage area (S604).

In S602, if the cache area has already been secured ("YES" in S602), the CHP 119 performs the following processing of S605.

After "YES" in S602 or after S604, the CHP 119 reads all or a portion of the data pattern written to the DPT 800 (for example, only the data pattern corresponding to the virtual LDEV 61c specified by the read request), sets the read data pattern in the data check circuit 67, and starts the data check circuit 67 (S605). Next, the CHP 119 reads the data from the secured cache area, and transfers this data to the host terminal 200C (S606).

In S606, the data check circuit 67 performs a comparison to determine whether the data output from the CM data transfer circuit 710 conforms to the data pattern set in S605. The data check circuit 67 writes the data pattern comparison result in the register.

The CHP 119 accesses the register of the data check circuit 67, and if a positive data comparison result is written to the register, erases the data transferred in S606 from the LDEV pool, and also releases the logical storage area allocated to the virtual storage area (S608). Through this S608, write-excluded data which had for some reason existed in the LDEV pool 68 is erased from the LDEV pool 68.

Thereafter, the CHP 119 releases the secured cache area (S609).

When the result of the judgment of S601 is negative ("NO" in S601), that is, when the CHP 119 has received a read request for a virtual storage area to which a logical storage area has not been allocated, all or a portion of the data patterns written in the DPT 800 (for example, only the data pattern corresponding to the virtual LDEV 61c specified by the read request) are read, and the read data patterns are sent to the host terminal 200C (S610).

Thus according to the first specific example described above, the channel control portion 110C, on receiving a write request from the host terminal 200C, performs a comparison to determine whether the data pattern of the host data contained in the write request conforms to any of the one or a plurality of data patterns (data patterns for write-excluded data) registered in advance, and if the comparison result is positive, erases the host data without copying it in the LDEV pool 68.

Also, the channel control portion 110C, upon receiving a read request from the host terminal 200C, performs a comparison to determine whether the data pattern of the data read from the LDEV (data to be transferred) to the host terminal 200C conforms to any of the one or a plurality of data patterns (data patterns for write-excluded data) registered in advance, and if the comparison result is positive, erases the read data from the LDEV pool 68. By this means, more numerous empty storage areas can be created in the LDEV.

(2) Second Specific Example of This Aspect

FIG. 14 is a drawing used to explain a second specific example of this aspect. FIG. 15 shows the flow of processing when a write request is received from the host terminal 200C, in this second specific example. Below, these drawings are used to explain the second specific example.

For example, the units for allocating storage area in a disk storage device 300 are the logical chunks constituting an LDEV. If there are N bytes in one block of an LDEV (where N is a natural number), then the storage capacity of a logical chunk (and virtual chunk) is N×N bytes (where M is a natural number). For example, if N=512 and M=128, then the storage capacity of a logical chunk is 64 kilobytes (kB).

In this second specific example, the data size of host data received from the host is taken to be a divisor of the storage capacity of a logical chunk (that is, less than the storage capacity), such as for example one-fourth of the storage capacity of a logical chunk. Specifically, if the storage capacity of a logical chunk 410b is 64 kB, suppose that 16 kB of host data 610 is received. Suppose further that the data size of the data pattern of write-excluded data registered in the DPT 800 is less than the storage capacity of a logical chunk, such as for example 512 bytes.

In this case also, the data check circuit 67 of the channel control portion 110C performs the processing of S510 to S550 in FIG. 12, and compares the 16 kB of host data 610 with the 512 B write-excluded data pattern. In this case, the data size of the host data 610 is less than the storage capacity of a logical chunk, but if all of the 512 B portions that configure the data 610 conform to the write-excluded data pattern, then a positive result is written to the register 602 of the data check circuit 67 as the data pattern comparison result.

The CHP 119, upon referencing the register 602 and obtaining a positive comparison result (that is, indicating that the host data 610 conforms to the write-excluded data pattern)
The disk I/F 711 is a communication interface for communication with the disk storage device 300, and is for example connected to the disk storage device 300 via a SAN or other communication network.

Each of the one or a plurality of input/output control portions 591 controls processing performed based on I/O requests received from the host terminals 200A to 200D, and are for example microprocessor units. The input/output control portions 591 comprise, for example, a DKP 123 and DKP memory 122.

The DKP 123 is for example a microprocessor, and governs control of the entire disk control portion 140 as well as controlling communication between the channel control portions 110A to 110D, disk storage device 300, and SVP 160. The DKP 123 realizes the functions of the disk control portion 140A by executing various computer programs stored in the DKP memory 122 (or the disk-side memory 115). Functions realized by the disk control portion 140A are, for example, control of data storage to and reading from a disk storage device 300 based on the RAID level, and control of the copying, backup, and other processing of data stored in a disk storage device 300.

The DKP memory 122 is volatile or non-volatile memory (for example, NVRAM (Non-Volatile RAM)), and for example stores a computer program which governs control of the DKP 123. The contents of the program stored in the DKP memory 122 can be written and overwritten through, for example, instructions from the SVP 160 or the NAS manager 806, explained below.

The SVP I/F 50 is connected via an internal LAN 150 or other communication network to the SVP 160, and is also connected to the DKP 123. The SVP I/F 50 is a communication interface (for example, a LAN controller) to control communication between the SVP 160 and the DKP 123.

The CM data transfer circuit 713 receives user data from the CM 130 and transfers the data to the disk-side memory 115, and transfers user data obtained from a disk storage device 300 to the CM 713, under the control of the DKP 123.

The SM data transfer circuit 741 transfers to the SM 123 control information (for example, messages between processors) from the DKP 123 to the CHP (channel processor), and transfers control information received from the SM 120 to the DKP 123, under the control of the DKP 123.

The disk-side memory 115 is volatile or non-volatile memory, which for example temporarily stores user data, or stores one or a plurality of write-excluded data patterns read by the DKP 123.

In this third specific example, the above-described data check circuit 67 is provided between the CM 130 and the CM data transfer circuit 713, but may instead be provided in another location on the disk control portion 140A.

In this third specific example, the DKP 123 performs processing similar to that of the CHP 119 in processing based on the result of comparison of the data pattern of host data with write-excluded data patterns.

For example, the data check circuit 67 performs a comparison to determine whether the data pattern of the host data output to a disk storage device 300 (or read from a disk storage device 300) conforms to a write-excluded data pattern registered in the disk-side memory 115, and writes the comparison result to a register, not shown. The DKP 123, upon obtaining a positive data pattern comparison result from the register, erases the host data.

When, as in this third specific example, the data check circuit 67 is installed in the disk control portion 140A, the following processing can also be executed.
(A) Case in Which a Correction Read is Performed

A collection read is the reading of data from a plurality of logical chunks in a plurality of other disk storage devices 300 of the same RAID group 2, when a disk storage device 300 for which there is a single disk control portion cannot be accessed. In this case, the disk control portion 140A can take the exclusive OR of a plurality of data portions read from a plurality of logical chunks, to restore data. In this correction read, when data is read from a logical chunk, processing to release the logical storage area of the LDEV pool is executed.

In this third specific example, data pattern comparisons, and processing based on the comparison results, is performed in the disk control portions 140A to 140D.

(B) Case in which Drive Copying is Performed

In drive copying, when a malfunction in a single disk storage device 300 is anticipated, the data in the disk storage device 300 is copied to a spare disk storage device 300. In this case, the disk control portion 140A reads the data in the logical chunks 410B on the disk storage device 300 malfunctioning of which is anticipated; in this case, processing is executed to release the logical storage areas in the LDEV pool 68.

(4) Fourth Specific Example of this Aspect

The fourth specific example is an example for the case in which normal LUs and virtual LUs coexist.

FIG. 17 shows the flow of processing of a channel control portion 110C when a write request is received from the host terminal 110C, in this fourth specific example.

The channel control portion 110C judges whether the write request received from the host terminal 200C is a request to write to a virtual LU 310C (5500).

If the judgment result of S500 is positive (“YES” in S500), the channel control portion 110C executes the processing S510 to S580, explained above referring to FIG. 12.

If on the other hand the judgment result of S500 is negative (“NO” in S500), that is, if it is judged that the write request is for a normal LU, then the CHP 119 of the channel control portion 110C secures a cache area in the CM 130 sufficient to store the host data (S590). Then, the CHP 119 stores the host data in the secured cache area (S591).

FIG. 18 shows the flow of processing of the channel control portion 110C when a read request is received from the host terminal 110C in this fourth specific example.

The channel control portion 110C judges whether the read request received from the host terminal 200C is a read request for a virtual LU 310C (S600).

If the judgment result of S600 is positive (“YES” in S600), then the channel control portion 110C executes the processing S601 to S610 explained above referring to FIG. 13.

If on the other hand the judgment result of S600 is negative (“NO” in S600), that is, if it is judged that the read request is for a normal LU, then the CHP 119 of the channel control portion 110C judges whether a cache area sufficient to store the host data has been secured on the CM 130 (S611). If the cache area has been secured (“YES” in S611), the CHP 119 commands the storage control portion to store the host data in the cache area (S613); if on the other hand a cache area has not been secured (“NO” in S611), the cache area is secured (S612), and S613 is executed. Then, the CHP 119 transfers the host data from the cache area to the host terminal 200C (S614).

By means of this fourth specific example, processing is executed according to whether an I/O request is issued to a normal LU or to a virtual LU.

(5) Fifth Specific Example of this Aspect

FIG. 19 shows the configuration and flow of processing of a fifth specific example.
At this time, the data check circuit 67 within the storage control device 100 performs a comparison to determine whether the data conforms to the write-excluded data pattern (S54). If a negative comparison result is obtained, the storage control device 100 writes the data to the virtual LU 310C (S55). Specifically, the storage control device 100 dynamically associates the virtual chunk 410S within the virtual LU 310C with a logical chunk within the LDEV pool 68, as explained above, and writes the data to the LDEV chunk associated with the virtual chunk 410S.

After creating a snapshot in this way, the storage control device 100 writes the data contained in the write request received in S51 to the above identified chunk 410P (S56).

On the other hand, when as the comparison result of S54 a negative comparison result is obtained, the storage control device 100 erases the data read in S53 (S57).

In the above flow of processing, when the storage control device 100 attempts to form a LU pair, a LU pair is formed only when the LU-LDEV management table 162b is referenced and the storage capacities of the primary LU 310P and secondary LU 310S coincide; if the storage capacities do not coincide, the storage control device 100 may refuse to form a LU pair.

When a configuration is adopted in which an LU pair is not formed if the storage capacities of the primary LU 310P and the secondary LU 310S are not the same, if the storage capacity of the primary LU 310P is large, the storage capacity of the secondary LU 310S must also be large. However, in snapshot creation the size of the data copied from the primary LU 310P to the secondary LU 310S may be smaller than the capacity of the primary LU 310P. If, despite this, the large-capacity normal LU 310A is employed as a secondary LU 310S, a large amount of idle empty storage capacity may occur.

However, in creation of a snapshot as described above, by forming a LU pair with a virtual LU 310C as the secondary LU 310S, the empty area of the LDEV pool 68 which can be associated with the virtual LU 310C is dynamically associated with another virtual LU 310C, so that the occurrence of idle empty storage areas can be prevented.

FIG. 21 shows the specific flow of processing of the sixth specific example of this aspect.

For example, a snapshot management bitmap 794 is registered for each LDEV in memory (for example SM 120) in the storage control subsystem 102. Information (for example, "1" or "0") indicating whether a snapshot has been taken is registered in the snapshot management bitmap 794 for each chunk of the corresponding LU (or LDEV).

Upon receiving a write request, the CHP 119 of the channel control portion 310C references the snapshot management bitmap 794 corresponding to the primary LU 310P for the write request, and judges whether a snapshot has been created for the logical chunk to which data will be written (S651).

If as the result of S651 a snapshot is judged to have been created ("YES" in S651), the CHP 119 stores the host data contained in the write request in the logical chunk 410P of the primary LU 310P (S660).

On the other hand, if as the result of S651 a snapshot is judged not to have been created ("NO" in S651), the CHP 119 secures a cache area for the copy source (for example the logical chunk 410P), and stores the data of the copy source in the cache area (S653).

Then, the CHP 119 secures a cache area for the copy destination and writes the contents of the virtual chunk 410S (S654), and also starts the data check circuit 67 and stores the data in the cache area at the copy destination (S656). At this time, the data check circuit 67 performs a comparison to determine whether the data pattern of the data from the copy source stored in the copy destination conforms to a write-excluded data pattern (S657).

If a negative comparison result is obtained ("NO" in S657), the CHP 119 executes the above processing of S660.

On the other hand, when a positive comparison result is obtained ("YES" in S657), the CHP 119 discards the cache area secured for the copy destination, and erases the data stored in the copy destination (S658). Also, the CHP 119 accesses the snapshot management bitmap 794 and updates the information corresponding to the copy source to indicate a snapshot has been taken (S659).

In the above, aspects of this invention have been explained, but these are only examples used to explain the invention, and the scope of this invention is not limited to these aspects. This invention can be implemented with various modifications. For example, in the above explanation, the data pattern comparison by the data check circuit 67 is performed only for data stored in the virtual LU 310C (virtual LDEV 61c), but data pattern comparison may also be performed for data stored in the normal LUs 310A, 310B (normal LDEV 61a) (that is, when the comparison produces a positive result, processing may be performed such that the data is not stored in a normal LDEV or is erased after storing). Also, after formation of a pair of virtual LUs, snapshot creation may be performed (that is, data copying may be performed between logical chunks in one or a plurality of LDEV pools 68). Also, a virtual LU may for example be made a primary LU, and a normal LU may be made a secondary LU.

What is claimed is:

1. A storage system comprising:
   - a plurality of storage devices;
   - a controller that manages a virtual volume including a plurality of virtual storage areas, manages a storage pool including a plurality of storage areas prepared on said storage devices, and allocates, in response to receiving a write command to write data to said virtual volume, a storage area in said storage pool to said virtual volume for writing the data;
   - wherein in response to receiving a specific write command to write a specific data to at least a first virtual storage area to which a first storage area is allocated, said controller releases said first storage area from allocation to said first virtual storage area.
   - wherein each of said virtual storage areas is a plurality of virtual chunks, each of said virtual chunks having a constant size.

2. A storage system according to claim 1,
   wherein said controller releases said first storage area from said allocation to said first virtual storage area without writing said specific data to said first storage area.

3. A storage system according to claim 1,
   wherein said virtual storage areas are a plurality of virtual chunks, each of said logical chunks having a constant size.

4. A storage system according to claim 3,
   wherein a size of each of said logical chunks is a size of an allocation unit to said virtual volume.

5. A storage system according to claim 1,
   wherein said specific data is a data pattern including zero data.

6. A storage system according to claim 1,
   wherein the controller is able to newly allocate said released first storage area or a part of said released first storage area to said virtual volume.

7. A storage system according to claim 1,
   wherein said controller is able to newly allocate said released first storage area or a part of said released first storage area to said virtual volume.
8. A storage system according to claim 1, wherein said controller stores a specific data table including said specific data, and wherein after said allocated first storage area is released from said allocation to said first virtual storage area, said controller reads said specific data from said specific data table and then returns said read specific data in response to receiving a read command which requests to read data from at least said first virtual storage area.

9. A storage system according to claim 1, wherein said controller stores first information which indicates a correspondence between said virtual storage areas and storage areas allocated to said virtual storage areas, and wherein said controller, upon releasing said allocated first storage area from said first virtual storage area, deletes information regarding the released first storage area from said first information.

10. A storage system according to claim 1, wherein said controller stores second information which indicates storage areas which are not allocated to said virtual volume, and wherein said controller, upon releasing said allocated first storage area from said first virtual storage area, controls to store information regarding said released first storage area to said second information for newly allocating said released first storage area to said virtual volume.

11. A storage system comprising:
a controller that manages a virtual volume including a plurality of virtual storage areas, manages a storage pool including a plurality of storage areas prepared on said storage devices, and allocates, in response to a write command to write data to at least a first virtual storage area in said virtual volume, a first storage area in said storage pool to said first virtual storage area for writing the data;

wherein in response to a specific write command to write a specific data to at least said first virtual storage area to which said first storage area is allocated, said controller releases said first storage area from allocation to said first virtual storage area.

12. A storage system according to claim 11, wherein said controller releases said first storage area from said allocation to said first virtual storage area without writing said specific data to said first storage area.

13. A storage system according to claim 11, wherein said virtual storage areas are a plurality of virtual chunks, each of said virtual chunks having a constant size, wherein said storage areas are a plurality of logical chunks, each of said logical chunks having said constant size.

14. A storage system according to claim 13, wherein a size of each of said logical chunks is a size of an allocation unit to said virtual volume.

15. A storage system according to claim 11, wherein said specific data is a data pattern including zero data.

16. A storage system according to claim 11, wherein the controller is able to newly allocate said released first storage area or a part of said released first storage area to said virtual volume.

17. A storage system comprising:
a plurality of storage devices, a controller that manages a virtual volume including a plurality of virtual storage areas, manages a storage pool including a plurality of storage areas prepared on said storage devices, and allocates, in response to a first write command to write data to said virtual volume, a storage area in said storage pool to said virtual volume for writing the data;

wherein in response to a second write command to write a specific data to said virtual volume including a first virtual storage area to which a first storage area is allocated, said controller releases said first storage area from allocation to said first virtual storage area.

18. A storage system according to claim 17, wherein said controller releases said first storage area from said allocation to said first virtual storage area without writing said specific data to said first storage area.

19. A storage system according to claim 17, wherein said virtual storage areas are a plurality of virtual chunks, each of said virtual chunks having a constant size,

wherein said storage areas are a plurality of logical chunks, each of said logical chunks having said constant size.

20. A storage system according to claim 19, wherein a size of each of said logical chunks is a size of an allocation unit to said virtual volume.

21. A storage system according to claim 17, wherein said specific data is a data pattern including zero data.

22. A storage system according to claim 18, wherein the controller is able to newly allocate said released first storage area or a part of said released first storage area to said virtual volume.

23. A method for a storage controller comprising:
managing a virtual volume including a plurality of virtual storage areas,
managing a storage pool including a plurality of storage areas prepared on a plurality of said storage devices, allocating, in response to a write command to write data to said virtual volume, a storage area in said storage pool to said virtual volume for writing the data;

releasing, in response to a specific write command to write a specific data to at least said first virtual storage area to which said first storage area is allocated, said first storage area from allocation to said first virtual storage area.

24. A method according to claim 23, further comprising:
releasing said first storage area from said allocation to said first virtual storage area without writing said specific data to said first storage area.

25. A method according to claim 23, wherein said virtual storage areas are a plurality of virtual chunks, and said storage areas are a plurality of logical chunks, and further comprising:
managing each of said virtual chunks based on a constant size,
managing each of said logical chunks based on said constant size.

26. A method according to claim 25, further comprising:
managing that a size of each of said logical chunks is a size of an allocation unit to said virtual volume.

27. A method according to claim 23, wherein said specific data is a data pattern including zero data.

28. A method according to claim 23, further comprising:
newly allocating said released first storage area or a part of said released first storage area to said virtual volume.